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Abstract

Various methods have been proposed for utilizing Large Language Models (LLMs) in autonomous driving. One strategy of using LLMs for autonomous driving involves inputting surrounding objects as text prompts to the LLMs, along with their coordinate and velocity information, and then outputting the subsequent movements of the vehicle. When using LLMs for such purposes, capabilities such as spatial recognition and planning are essential. In particular, two foundational capabilities are required: (1) spatial-aware decision making, which is the ability to recognize space from coordinate information and make decisions to avoid collisions, and (2) the ability to adhere to traffic rules. However, quantitative research has not been conducted on how accurately different types of LLMs can handle these problems. In this study, we quantitatively evaluated these two abilities of LLMs in the context of autonomous driving. Furthermore, to conduct a Proof of Concept (POC) for the feasibility of implementing these abilities in actual vehicles, we developed a system that uses LLMs to drive a vehicle.

1 Introduction

Recently, there has been a number of studies that use LLMs to perform autonomous driving [10, 7, 12, 4, 9]. In conventional machine learning based method for autonomous driving models, the models are trained using historical training data. However, it is known that driving data exhibits a long-tail distribution [2]. Given the frequent emergence of unfamiliar scenarios not covered in past data, models solely trained on historical data may potentially struggle to handle such unprecedented situations. On the other hand, LLMs are considered to possess a degree of general knowledge about the world since the LLMs are trained using vast amounts of textual data from the world [3]. If LLMs are adeptly integrated into autonomous driving systems, it can be anticipated that they will not only make driving decisions in unfamiliar scenarios, much like a human, leveraging general common sense but also comprehend and adhere to traffic rules and laws. Furthermore, there exists the potential for LLMs to handle ethical judgments, possibly extending their decision-making capabilities to include considerations of moral and ethical dilemmas in driving scenarios.

Various methods using LLMs for autonomous driving have been proposed, including techniques that output driving operations from the text description of the recognized objects [7, 9, 10], and those that input driving images into an LLM to describe the driving situation [12, 5, 6]. In the field of robotics, LLMs are used to select actions to perform from vague instructions [1, 8, 11].

Autonomous driving using LLMs primarily involves the interpretation of text-based information regarding the coordinates and velocities of surrounding vehicles and pedestrians [7, 9, 10]. The information about the surrounding objects are pre-identified by a separate perception module. The LLM then determines the appropriate driving actions based on this information. These studies
demonstrate that LLMs use only coordinate information to recognize the physical space and determine the driving actions. In other words, LLMs need to understand from just the coordinate information that there are other vehicles adjacent or ahead and then make decisions about subsequent actions. We call this process ‘spatial-aware decision making’. Previous research has not thoroughly investigated the accuracy of LLMs in spatial-aware decision making through quantitative experiments. If this accuracy is not high, it negatively impacts the precision of subsequent tasks, making quantitative evaluation crucial. This study aims to quantitatively assess the accuracy of spatial-aware decision-making in autonomous driving, using different LLMs, when provided with information about the coordinates and velocities of surrounding objects.

One advantage of using LLMs in autonomous driving is their ability to comprehend and follow traffic laws. Traditionally, incorporating laws into autonomous driving methods requires the use of complex rule-based approaches. By employing LLMs, it becomes feasible to integrate the rules to be followed either by detailing them in prompts (In Context Learning) or by training the LLM. Moreover, the societal implementation of autonomous driving may require the system to make ethical judgments, akin to the Trolley Problem. Experiments were conducted to investigate whether developers can set value-based standards for such ethical decisions. When implementing LLMs in autonomous driving, speed is crucial, but there is a trade-off with accuracy. Evaluations were conducted using LLMs of different sizes, comparing their accuracy. As a final demonstration, a system was constructed that utilizes an LLM to operate a real vehicle. Based on the coordinate information of objects detected by the object detector and instructions provided by humans, the car is able to navigate towards a specified destination.

2 Method

This section describes the methods used to evaluate whether LLMs can make appropriate decisions based on traffic conditions. We demonstrate two cases: one involving experiments that simulate real-world traffic scenarios and the other involving simplified traffic conditions deployed in a real vehicle.

2.1 Simulation of Real-World Traffic Conditions

To evaluate the performance of existing LLMs in autonomous driving, we focus on whether LLMs can comprehend spatial aspects for decision making (‘spatial-aware decision making’) and adhere to traffic rules (‘following the traffic rules’). For spatial-aware decision making, we evaluated whether LLMs can make decisions based on the position and speed of vehicles in the same lane or adjacent lanes. For ‘following the traffic rules’, we assessed whether LLMs can make correct decisions based on rules related to speed limits, lane changes, and overtaking. Furthermore, we tested their ability to make decisions considering both spatial-aware decisions and adherence to traffic rules as more complex scenarios.

The simulated traffic situation involved a two-lane road with the right lane for driving and the left for overtaking, assuming a highway environment. We provided LLMs with information about the lane in which the ego vehicle is traveling, the speed of the ego vehicle, surrounding vehicles (category, position in x, y meters, and speed in km/h), traffic rules, and user instruction. Traffic rules were given in natural language. We instructed the LLMs to choose an option from ["accelerate", "maintain", "decelerate", "change lane to the right", "change lane to the left"] and also explain the reason for their choice.

2.2 Deployment in Actual Vehicles

An experiment was conducted to evaluate the capabilities of spatial-aware decision-making and rule-following of LLMs when installed in a vehicle. Due to the safety concerns associated with making lane changes on public roads, as in simulations, this experiment was conducted in a private area. The experimental setup involved placing an object in front of the car and having the LLM designate the object as the destination based on voice commands provided by a person. The LLM could also output a ‘stop’ command if no destination was assigned. Color cones were used as objects for this experiment. These objects were recognized by the vehicle’s onboard camera, and their positions were calculated based on their location in the image. This information is inserted into the
### Table 1: Comparison of LLMs’ accuracy for spatial-aware decision-making (SADM), following the traffic rules (FTR), both combined (SADM&FTR).

<table>
<thead>
<tr>
<th>Reason</th>
<th>SADM</th>
<th>FTR</th>
<th>SADM &amp; FTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLaMA-2 7B</td>
<td>✓</td>
<td>0.353</td>
<td>0.458</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>✓</td>
<td>0.529</td>
<td>0.750</td>
</tr>
<tr>
<td>GPT-4</td>
<td>✓</td>
<td>0.618</td>
<td>0.792</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chosen option</th>
<th>Reason</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLaMA-2 7B</td>
<td>maintain</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>maintain</td>
</tr>
<tr>
<td>GPT-4</td>
<td>decelerate</td>
</tr>
<tr>
<td>GT</td>
<td>decelerate</td>
</tr>
</tbody>
</table>

Figure 1: Representative example of reasoning outputs from LLMs. GPT-4 is the only model that correctly made a decision without being misled by the user’s instructions.

3 Experiments and Results

3.1 Simulation of Real-World Traffic Conditions

In our experiments, we manually created datasets that included spatial-aware decision making (SADM) (34 samples), following the traffic rules (FTR) (24 samples), and both combined (SADM & FTR) (50 samples). We instructed the LLM to choose one option from “accelerate”, “maintain”, “decelerate”, “change lane to the right”, or “change lane to the left”, describe the reasoning behind their choice, and output the response in JSON format. The model’s performance was quantitatively evaluated using the accuracy of the chosen options and qualitatively assessed based on the provided reasons. We also evaluated how the accuracy of the option selection varied depending on whether the reasoning for the choice was requested or not. The LLMs used were the public model LLaMA-2 7B and the private but more powerful GPT-3.5 and GPT-4. During language generation, we fixed the random seed and did not use sampling to ensure deterministic outputs.

Quantitative results are shown in Table 1. For all metrics SADM, FTR, and SADM&FTR, it was observed that performance improved as LLM abilities increased. In particular, GPT-4 showed a significantly higher score than other LLMs by a large margin. Additionally, asking for a reason along with the decision led to improved accuracy in GPT-3.5 and GPT-4, but this was not observed in LLaMA-2. This suggests that for more capable LLMs, such prompt engineering could be important.

Next, we conducted a qualitative assessment by examining the reasoning behind the models’ choices. Figure 1 shows the example where only GPT-4 provided the correct answer. In that case, it was observed that the model appropriately recognized the traffic rule of 70 km/h and made the decision to “decelerate,” despite misleading instructions from the user. This suggests that GPT-4 is capable of understanding the priorities in a given situation and making decisions accordingly.

3
Table 2: A comparison of accuracy with different LLMs. Dataset was manually created to mimic the settings in the actual vehicle experiment.

<table>
<thead>
<tr>
<th>LLM</th>
<th>SADM</th>
<th>FTR</th>
<th>SADM &amp; FTR</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLaMA-2 7B</td>
<td>0.40</td>
<td>0.40</td>
<td>0.30</td>
</tr>
<tr>
<td>GPT-3.5</td>
<td>0.75</td>
<td>0.65</td>
<td>0.60</td>
</tr>
<tr>
<td>GPT-4</td>
<td>0.85</td>
<td>0.90</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 2: The instructions given to the car by the human and the LLM's output in response are displayed in the car's visualization displays. If the car is moving forward, the lines of the direction of travel are superimposed on the camera image.

3.2 Deployment in Actual Vehicles

An experiment was conducted to control an actual car using an LLM, specifically utilizing GPT-4 via an API. Three color cones with different colors, were placed in front of the ego car. When the driver instructs "Please go to the right color cone", the LLM interpreted this instruction and outputted the designated cone as the destination. The car then drove towards this destination. If a traffic officer in front of the car signaled to stop, a separate recognition module added a "stop" rule to the prompt. In this scenario, the car adhered to this rule and stopped, even if human instructions were to continue towards the color cone.

For a quantitative evaluation of this experiment, a dataset was created that mimic the settings of the actual experiment. The sample size for the datasets used to evaluate all tasks (SADM, FTR, and SADM & FTR) is 20.

The LLMs were tasked to decide whether to proceed or stop and, if proceeding, to specify the ID of the destination object. Accuracy was calculated based on the correctness of the outputs. The accuracy of the output is calculated for each LLM (Figure 2). GPT-4 showed a significantly higher accuracy than other LLMs, as seen in the simulation results.

4 Conclusion and Limitations

In this study, we evaluated two key abilities necessary for using LLMs in autonomous driving: Spatial-Aware Decision Making (SADM) and Following the Traffic Rules (FTR). The evaluation was carried out in both a simulation assuming a highway environment and with data designed to replicate the actual vehicle experiments. Three different LLMs were used in the experiments, and GPT-4 showed the highest precision in all experiments. This result suggests that high capabilities of LLMs are required when LLMs are applied to autonomous driving. While GPT-3.5 and GPT-4 were used via OpenAI’s API, their actual application faces challenges due to communication through the Internet and inference time, making real-time use difficult. On the other hand, LLaMA can be tested on a local machine but exhibited low accuracy. This underscores the need to balance computational efficiency and decision-making accuracy in LLM applications for autonomous driving.
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