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Abstract

In the rapidly evolving field of autonomous driving, accurately detecting traffic lights is a paramount challenge. This paper introduces a novel dataset and an accompanying model designed specifically for detecting traffic signals crucial to autonomous vehicles. Our approach focuses on lights directly relevant to the ego vehicle, incorporating 44,000 meticulously annotated images that represent diverse signal states. The development of this dataset involved an iterative process, guided by the initial model's performance, resulting in significant enhancements in efficiency and accuracy. The model exhibits a robust capability to discern pertinent traffic signals in complex environments, marking a significant advancement in improving navigation and safety for autonomous vehicles.

1 Introduction

In autonomous driving, traffic light detection is one of the key technologies. Recently, with the advancement of deep learning, many traffic light detection methods have been proposed[1,2]. Deep learning requires large datasets, and there are several datasets for traffic lights. The Bosch Small Traffic Lights Dataset (BSTLD) [3] includes 8,334 images from video data recorded on University Avenue in Palo Alto, California, labeling signals as "off", "green", "red", and "yellow". The VIVA dataset [4] contains over 40,000 images with bounding boxes for traffic signals, classified into seven categories such as GO, WARNING, and STOP. Using images from the COCO dataset [5], the COCO Traffic dataset [6] provides a traffic signal detection dataset. While these datasets cover different signal aspects, none offer information about the signal relevant to the ego vehicle. In the context of autonomous driving, if the ego car fails to correctly identify the traffic light it should follow, this could potentially lead to significant accidents. Addressing this gap, several studies have developed datasets that emphasize the relationship between traffic lights and self-driving vehicles. The DriveU Traffic Light Dataset (DTLD) [7] boasts over 230,000 annotations, capturing various situations using an array of tags encompassing state (red, yellow, green, red-yellow, off), pictograms (circle, arrow left, pedestrian, etc.), among others. It also includes a relevance tag to denote the significance of traffic lights to the ego vehicle. Cityscapes TL++ [8] is an extension of the Cityscapes dataset [9], specifically developed for traffic signal detection and also considers the relevance of signals to the ego vehicle. The LAVA Salient Lights Dataset [10] not only annotates the state, color, directionality, and obstruction of signals but also includes a salience attribute, indicating a traffic signal’s importance. It labels 30,566 signals, identifying 9,051 as important and 21,515 as not. Our dataset is uniquely focused on annotating only those traffic signals directly relevant to the self-driving vehicle’s lane or path, thereby capturing the most critical signals for the vehicle’s navigation. Also, our dataset comprises over 1000 hours of driving footage primarily from Tokyo, where the majority of traffic signals are horizontal.
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With the development of object detection techniques, neural network-based frameworks are widely used. Two-step frameworks have been proposed for conducting detection and classification separately [11-14]. Otherwise, One-step frameworks are efficient at performing detection and classification tasks simultaneously, including those based on YOLO[15-19], Faster R-CNN[20,21], and SSD[22,23]. In this paper, we employ a method based on YOLOX[24]. YOLOX is a simple detector that adopts an anchor-free manner and achieves high performance by improving the learning method.

Our contributions are as follows:

- We annotated traffic signals on 44,000 images, each labeled with bounding boxes and seven attributes: red, green, yellow, unknown, left-arrow, straight-arrow, and right-arrow. Notably, these attributes are not mutually exclusive and can be combined to accurately represent the diverse states of traffic signals.
- Our dataset exclusively focuses on annotating traffic signals that are imperative for the ego vehicle’s immediate attention.
- We adopted an iterative approach in dataset development. Starting with a provisional dataset to train an initial model, we then identified and targeted the model’s weaknesses, refining the dataset accordingly. This method markedly enhanced our model’s efficiency and performance.
- The model’s detection accuracy was impressive in quantitative assessments, demonstrating high precision. In qualitative evaluations, we confirmed that the model effectively detected traffic signals most relevant to the ego vehicle.

2 Dataset

For the creation of a traffic signal detection model, we gathered extensive data and manually annotated a large number of images.

2.1 Data Collection

We collected data that consists of approximately 1,000 hours of video footage recorded by a forward-facing camera mounted on the front of a car. The data covers daytime and nighttime from June 2022 to March 2023, primarily in Tokyo. It includes a variety of locations and situations such as urban areas, highways, and mountainous regions. The videos were recorded at 20Hz, with an image resolution of 1928 x 1208 pixels.

2.2 Data Annotation

We conducted annotation in two stages. Initially, we randomly selected 20,000 images from the collected data. Figure 1 shows the distribution of images in the first annotation dataset. As seen in Figure 1-a, 57.5% of the images are taken during the day and 42.5% at night. Figure 1-b represents the distribution of traffic signal attributes. Here, Red without Arrow refers to red signals without arrow indicators, and Red with Arrow refers to signals including arrow indicators. During annotation, we labeled each object in the images with its position \([x, y, w, h]\) and attributes (red, green, yellow, unknown, left-arrow, straight-arrow, right-arrow). Here, \(x\) and \(y\) denote the top-left coordinates of the object’s bounding box, while \(w\) and \(h\) represent its width and height, respectively, following the same format as the COCO dataset. Moreover, the attributes are not mutually exclusive and can be labeled simultaneously as characteristics of the signal. In this process, we did not annotate every traffic signal in the images. Instead, our annotators manually selected and annotated only the signal deemed most crucial for the vehicle to follow at that moment. This approach ensures that our traffic signal model can accurately identify the appropriate signal to follow, even in complex situations.

We trained the initial model using the initial dataset composed of the 20,000 images annotated as described above. We chose the YOLOX-based model. The details of the training process are explained in the section Model Training. Training results indicated a comparatively lower detection rate for yellow signals relative to other attributes. Hence, we used the initial model to extract images containing yellow signals from the data that had not yet been annotated. YOLOX allows for adjusting the detection ease via a threshold value, which we significantly lowered to gather more images with
yellow signals. Using this approach, we compiled a dataset of 24,000 images, ensuring an increased data of yellow signals. Figure 2 shows the distribution of the second dataset. The imbalance of attributes within the dataset has shown improvement compared to the first dataset. Ultimately, we trained the YOLOX-x model using a combined dataset of 44,000 images from both datasets. The dataset includes labels for 19,509 traffic signals.

3 Model Training

In our model, we utilized the YOLOX-X architecture as a foundation, enhancing it with a newly added head to classify the attributes of traffic signals. To achieve this, we employed transfer learning for traffic light detection tasks from a pre-trained YOLOX-X model. For our loss function, we chose Binary Cross Entropy Loss. This adaptation was crucial in enabling our model to discern complex states, such as identifying a red traffic signal that simultaneously indicates both straight and right arrows.

Our training approach was a two-stage strategy, outlined as follows:

First, we trained the core model using the initial dataset. The dataset was split with 80% for training and 20% for validation. We used the YOLOX training framework, resizing input images to 640×840 pixels and adjusting bounding box coordinates to this resolution. Our training parameters followed YOLOX’s recommendations, including a 30-epoch training period. Notably, we set the horizontal flip probability to 0, a modification tailored to our dataset which predominantly features horizontal traffic signals, as is common in Japan.

Second, we trained another model using the second dataset, keeping the training parameters consistent with the initial setup.
4 Experiment

4.1 Quantitative Evaluation

Figure 3 presents the confusion matrix of precision for the two models, using validation data and setting the score threshold at 0.1 and the Intersection over Union (IoU) threshold at 0.4. From this figure, the second model exhibits enhanced accuracy in detecting traffic signals when compared to the first model.

Figure 4 shows the relationship between the Precision/Recall and the score threshold for the two models. Based on this observation, it’s evident that the second model, with its notably improved recall, experiences fewer undetected cases even at higher score thresholds. This reduced dependency on the threshold value compared to the first model suggests an enhancement in the detection capabilities of the second model, indicating a more robust and reliable performance across various threshold settings.

4.2 Qualitative Evaluation

In the proposed method, during the dataset creation phase, we annotated only the traffic signals that were relevant to follow. Figure 5 demonstrates an example of detection by our second model at times t and t+1. At time t, the model detects only the nearest traffic signal, ignoring the distant one. At t+1, when the nearer traffic signal is no longer present in the image, the model successfully detects the
previously ignored distant signal. This indicates that our proposed model can discern and focus on
the traffic signals that are most relevant in the image.

Also, Figure 6 shows an example of an urban area intersection. Our model successfully detects only
the relevant green traffic signal ahead, which the driver should follow, and does not detect the yellow
signal on the right side of the image. This example further demonstrates the effectiveness of our
approach in detecting the traffic signal that requires attention.

Moreover, Figure 7 in the article illustrates the detection results for nighttime data. In subfigure
7-a, the proposed model successfully ignores various elements, including pedestrian signals and
opposing vehicle headlights, amidst multiple light sources, and even correctly identifies arrow signals.
In subfigure 7-b, the model accurately recognizes a red signal despite the scattering of light caused
by rain. These observations demonstrate the model’s capability to accurately infer information
in nighttime conditions. The effectiveness of the model in complex lighting scenarios, such as
those presented by night conditions with additional challenges like rain, underscores its robustness
and adaptability in diverse environments. This reinforces the model’s applicability for real-world
scenarios where variable lighting conditions are a common occurrence.

Finally, we present examples of detection failures. In Subfigure 8-a, the system detects a traffic light
at a merging point and mistakenly recognizes it as a green signal. However, in this scenario, it should
have detected the red signal in the vehicle’s own lane. Subfigure 8-b shows the system incorrectly
detecting an irrelevant traffic signal at an intersection. These situations present significant judgment
challenges, underscoring the need for integrating methods such as lane topology estimation.

Figure 5: Detection results at times $t$ and $t+1$, demonstrating the model’s capability to adjust focus
from the nearer to the distant traffic signal as the scene changes.

Figure 6: Example of detection at an urban intersection, where the model identifies only the relevant
green traffic signal ahead, effectively ignoring the yellow signal on the right side of the image.
(a) Detection of traffic signals and headlights among various night light sources.

(b) Recognition of a red signal in rainy, light-scattering conditions.

Figure 7: Nighttime Detection Results of the Proposed Model.

(a) Fail result at a merging point.

(b) Fail result at an Intersection.

Figure 8: Examples of Traffic Signal Detection Failures.

5 Conclusion

In this paper, we introduced a dataset and an associated model specifically designed to detect the traffic signals that are most relevant to the ego vehicle. Our quantitative evaluation shows the efficacy of our multi-stage dataset creation process, which included annotating additional data based on the performance of the initial model. The qualitative evaluation confirms our model’s ability to accurately detect relevant traffic signals. In this study, the traffic signals for the vehicle to follow were identified through human annotation. In future work, we can anticipate the development of a more robust traffic signal detection model that explicitly considers factors such as lane topology to detect signals on the ego vehicle’s lane, enhancing its relevance.
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