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Abstract

Towards a safety critical approach it is of significant importance to perform class
agnostic along with semantic instance segmentation. In class agnostic instance
segmentation motion cues act as a strong signal to indicate an obstacle regardless of
whether it is in the closed set of known classes or not. In this paper, we propose a
multi-task model that learns separate heads for semantic and class agnostic instance
segmentation to account for both known and unknown objects. Our multi-task
model design is computationally efficient through sharing a prototype generation
network while learning separate coefficients for each task. In addition, we provide
anew public dataset, KITTI-Instance-MoSeg, which increases the number of object
categories instead of solely focusing on car to learn a generalizable class agnostic
segmentation. We obtain ~ 39 fps with 10% mAP improvement relative to the
baseline, while outperforming state of the art methods with 3.3%. We summarize
our work in a short video with qualitative results at https://sites.googlel
com/view/instancemotseqg/\

1 Introduction

Most of the modern autonomous driving(AD) systems leverage HD maps which perceive the static
infrastructure [7,[11], but moving objects are more critical to be detected accurately. Thus motion
segmentation is an important perception task for AD [15) [13] |8 [10]. Class agnostic instance
segmentation can be seen as an alternate way to semantic instance segmentation and thus providing
redundancy needed for a safe and robust system. Depending on motion cues regardless of semantics
would scale better to unknown objects since it is practically infeasible to collect data for every
possible object category.

In this paper, we build upon Yolact [1]] that formulates instance segmentation as learning prototypes
which forms a basis of a vector space and then learns the linear combination weights of these
prototypes per instance. However, for the purpose of learning both tasks we propose to jointly learn
semantic and class agnostic (motion) instance segmentation using a shared backbone and prototype
generation (protonet) weights with shallow prediction heads for each task. The semantic and class
agnostic heads predict bounding boxes and prototype coefficients. The separation of the two tasks
allows for training the class agnostic head on separate datasets that provide class agnostic annotations
such as DAVIS [2].

To summarize, the contributions of this work include: (1) The first attempt to perform joint semantic
and class agnostic instance segmentation, to the best of our knowledge, that would create a step
towards a fail safe systems. Our model maintains real-time performance through sharing the backbone
and protonet then learning prototype coefficients per task. (2) We release KITTI-Instance-MoSeg
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Figure 1: Overview of the proposed network architecture

Datasets # Frames | # Sequences | # Object Categories | Instance Labels
KITTI-MoSeg [15] 1300 ~5 1 (Car Only) X
KITTI-Motion [16] 455 - 1 (Car Only) X
KITTI-MoSeg Extended [10] 12919 ~ 38 1 (Car Only) X
Cityscapes Motion [16] 3475 - 1 (Car Only) v
KITTI Instance-MoSeg (Ours) | 12919 ~ 38 5 v

Table 1: Comparison of different datasets for motion segmentation.

dataset that has 12919 images with instance-wise motion masks for different classes instead of car
only which is crucial for learning a generalizable class agnostic segmentation head.

2 Proposed Method

2.1 KITTI-Instance-MoSeg Dataset

Motion segmentation in autonomous driving has limited datasets [16[15]] which are primarily focused
on cars. We extend KITTIMoSeg dataset provided by Rashed et al. [[10] with motion and semantic
instance segmentation masks for 5 classes including car, pedestrian, bicycle, truck, bus instead of
the original annotations for car class only. The higher variability in the classes prevents our class
agnostic head from overfitting to a certain semantic class. Table[I]shows a summary comparison of
the different datasets with respect to ours.

2.2 Multi-task Learning of Semantics and Class Agnostic Instances

Our baseline model from YOLACT [1]] has a feature extractor network, a feature pyramid network [3]]
and a protonet module that learns to generate prototypes. We experiment with different feature
extractor networks as shown in section 3} In parallel to protonet, a prediction head is learned that
outputs bounding boxes, classes and coefficients that are linearly combined with the prototypes to
predict the instance masks. We train this model for the class agnostic (motion) instance segmentation
task to serve as a baseline for comparative purposes. We refer to this baseline model RGB-Only since
the input modality is only appearance information.

We feed the model with motion information through the Optical Flow (OF) in sintel color wheel
representation. In this approach, we make use of FlowNet 2.0 [4] model to compute optical flow. It is
worth noting that standard automotive embedded platforms including Nvidia Xavier, TI TDA4x and
Renesas V3H have a hardware accelerator for computing dense optical flow and it can be leveraged
without requiring additional processing. The fusion between appearnace (RGB) and motion (OF) is
performed on the feature level we refer to this model as RGB+OF.

We further propose the joint model to learn semantic and class agnostic instance segmentation.
Separate prediction heads Dy and D,, are used for semantic and motion instance segmentation tasks
respectively as shown in Figure [T} During training, we alternate between k steps for training D
using KITTI-Instance-MoSeg with semantic labels, and k steps for training D,, using KITTI-Instance-
MoSeg motion labels or the generic DAVIS dataset. The feature extraction network, feature pyramid
network and protonet are shared among the two tasks to ensure computational efficiency of our
proposed multi-task learning system.



Table 2: KIIT-MoSeg Results. Table 3: DAVIS’17 Results.

Model Moving IoU | Background IoU | mloU | FPS Backbone Class Agnostic Semantic

RTMotSeg 50 99.1 74.6 - Mask | Box | Mask | Box
FuseMODNet 532 99.3 76.2 18 ResNet101 23.5 454 429 | 56.2
Ours 59.7 99.4 795 | 39 MobileNetV2 | 28.2 453 429 | 55.6

Table 4: Comparison between different models for class agnostic (motion) instance segmentation.

Model Backbone FPS | #Params (M) | Time AP ] IXIEEE [ AP AP ] ABI?; [ AP
[A] Comparison of Different Models
RGB-Only | ResNetl01 34.71 49.6 479 | 28.38 | 40.88 | 33.93 | 30.12 | 41.67 | 36.65
RGB+RGB | ResNet101 20.3 95.9 32.05 | 31.2 | 32.05 | 3555 | 31.2 | 43.94 36
RGB+OF ResNet101 20.3 95.9 49.2 | 39.26 | 60.02 | 45.76 | 41.24 | 60.59 | 49.28
[B] Comparison of Different Backbones
RGB+OF ResNet50 29.74 57.9 33.6 | 39.74 | 58.26 | 46.36 | 40.64 | 59.03 | 49.07
RGB+OF MobileNetV2 | 39.18 12.9 25.5 | 43.55 | 68.34 | 48.59 | 43.93 | 67.73 | 51.56
RGB+OF ShuffleNetV2 38 11.1 263 | 439 | 68.43 | 48.49 | 44.9 | 68.26 | 51.77

I e

- .

Figure 2: a) Semantic Instance Masks. b) Class Agnostic Instance Masks from Multitask Model.

3 Experimental Results

In this section, we provide the details of our experimental setup and results on KITTI-Instance-
MoSeg. Our model provides 9 fps speedup over the state of the art motion segmentation methods
while additionally providing instance-wise motion masks.

3.1 Experimental Setup

We train our model using SGD with momentum using an initial learning rate of 10~%, momentum
of 0.9 and a weight decay of 5x10~* with batch size 4 for 150 number of epochs. A learning rate
scheduling is used where it is divided by 10 at iterations 280k and 600k. Finally, we report frame rate
and time in milliseconds for all models running on Titan Xp GPU on image resolution 550 x 550.

3.2 Benchmarking to SOA Motion Segmentation and Analysis

We benchmark our model with other SOA motion segmentation methods [14]][10]] in Table@ Since
we are the first to propose instance motion segmentation in autonomous driving literature we post-
process the instance motion masks into pixel-level motion segmentation and compare using mean
intersection over union for moving pixels and frame rate. Our model outperforms these methods in
terms of mloU while being more efficient in terms of frames per second.

Furthermore, we provide exhaustive ablation studies in Table f] Two main factors are studied
namely: (A) The impact of different input modalities to the model. (B) The impact of various
backboness [3][3][6][12]] to estimate the optimal performance in terms of accuracy vs speed trade-off.



Table 5: Multi-task model results on KITTI-Instance-MoSeg.

Semantic Class Agnostic

Model Backbone Mask Box Mask Box

AP | APso | AP;s | AP | APsy | AP35 | AP | APsg | AP;s | AP | APsy | APys
Multi-Task | ResNet101 225 ] 395 | 222 [ 2777 | 545 | 257 | 443 | 66.7 | 504 | 448 | 66.8 | 55.1
Multi-Task | MobileNetV2 | 21.9 | 36.5 | 22.6 | 26.5 | 53.6 | 242 | 453 | 69.0 | 574 | 443 | 694 | 524

Motion Coefficients Semantic Coefficients Prototypes

Figure 3: Prototypes and Coefficients Analysis. First row shows prototypes and coefficients for
motion and semantic. Last row shows the predicted motion and instance masks.

Table [d] demonstrates quantitative results evaluated on KITTI-Instance-MoSeg dataset using various
network architectures. Significant improvement of 11% in mean average precision has been observed
with feature-fusion which confirms the conclusions of [O]. MobileNetV2 has shown to
outperform other backbones while maintaining the second best mAP.

In order to assess the power of class agnostic segmentation on more general moving objects that are
outside the labels within KITTIMoSeg we report results on alternate training the model between
DAVIS’ 17 motion and KITTIMoSeg semantic annotations in Table 3] Finally, Table [5]demonstrates
our results for the multi-task model with two backbones which can be compared with corresponding
baseline models from Table[d] Our multi-task learning system can suffer from degradation of semantic
segmentation task that can be remedied by learning a re-weighting for the losses or by training the
class agnostic head while freezing the weights for the rest of the model. Nonetheless the scope of the
current work is to show the efficiency of sharing protonet among these two tasks where our multi-task
model runs at 34 fps while our baseline runs at 39 fps. Figure 2] further shows the multi-task model
inferring semantic labels on KITTI, while still being able to segment unknown moving objects that
exist in DAVIS dataset.

In order to better understand the model output, we perform an analysis on the common prototypes
and coefficients learned for both motion and semantic instance segmentation. Figure [3]shows the
output for the basis learned with a total of 32 prototypes in (c). The output basis are organized in
a 6 x 5 grid which correspond to the 6 x 5 grid for the coefficients. Both semantic and motion
coefficients are shown in (a, b), where they can be negative or positive which can help to mask or
add certain objects to the final mask. The predicted final semantic and motion instance masks for the
corresponding two frames are shown last row which are constructed as a linear combination using
these basis and coefficients. The output shows meaningful learned basis that can help in constructing
the final masks and explains what motion and semantic heads are learning.

4 Conclusions

In this paper, we developed the first class agnostic and semantic instance segmentation model for
autonomous driving and provided KITTI-Instance-MoSeg dataset for these tasks. We designed a
computationally efficient multi-task model for semantic and class agnostic instance segmentation
through sharing protonet and learning different prototype coefficients which runs at 34 fps.
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